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• Abstract 
Ø Task: Video Representation Learning
Ø Problem: Background Bias. As seen in Fig.1,

sampling two clips in one video as positive pair 
leads to the similar scene but distinct motion, thus 
leading background bias.

Ø Solution: Decouple video into dynamic and static
modality and formulate the dual contrastive 
framework.

• Take-away
Ø Spatio-temporal contrastive learning exists 

background bias.
Ø Decoupling static and dynamic cues in both data 

input and feature space can resist the 
background shortcut.
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Want to know more?
Please refer to our paper!
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Fig1: An illustration for positive and negative pair 
in spatio-temporal contrastive learning. 
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Fig2: An overview of the proposed method. 

• Method 
Ø DCLR: Dual Contrastive Learning for spatio-

temporal Representation.
Ø Static-dynamic decoupling in data input:

Ø Static Frame.
Ø Frame Difference. 
Ø Transform standard contrastive objective  

into dual form.
Ø Static-dynamic decoupling in feature space:

Ø Activation alignment constraint.
Ø Distill dynamic-/static-related features. 

• Experiments
Ø SOTA results on UCF-101 and HMDB-51.
Ø SOTA results on Diving-48. 

Tab1: Results on UCF-101 and HMDB-51. 

Tab2: Results on Diving-48. 


