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Abstract:
Ø Task: Video Representation Learning
Ø Problem: Background Bias. As seen in Fig 1, when naively pulling two augmented views of 

a video closer, the model tends to learn the common static background as a shortcut but 
fails to capture the motion information.

Ø Our solution: We propose Foreground-background Merging (FAME) to deliberately compose 
the moving foreground region of the selected video onto the static background of others.

Fig1: Class-agnostic activation map visualization 
of important areas. 

Method （FAME）:
Ø Background Bias in Contrastive Learning

The vanilla learning optimize the InfoNCE Loss:

The vanilla contrastive learning in the video domain cannot fully utilize the dynamic motion
and tends to discriminate different instances according to the background cues.  We  show
this phenomenon by the learned weights in Fig3.

Ø Our Video Representation Learning Pipeline 
As seen in Fig.2, the overall pipeline can be described within 4 steps:

Ø The propose FAME 

Fig2: The contrastive learning framework with the 
proposed FAME.

Table 3: Top-1 accuracy on UCF101 and HMDB51 in 
terms of intra-/inter-video background.

Table 4: Top-1 accuracy of various foreground-background 
separation methods on UCF101 and HMDB51. 

Table 5: Comparison with the existing self-supervised video representation learning 
methods for action recognition on UCF101 and HMDB51. 

Table 6: Comparison with the existing self-supervised video 
representation learning methods for video retrieval. All methods 
are pretrained on Kinetics-400. 

Experiments:

Fig3: The statistics of temporal kernel weights at all
layers of R(2+1)D. The learned kernel weights in the 
supervised/contrastive/FAME manner are violin-
plotted from left to right.

• We randomly sample two clips from different timestamps.
• We use our FAME to compound the foreground of one clip with the background

from other videos in the same mini-batch.
• We feed these two clips into the 3D encoder and treat them as the positive keys 

while the rest of the clips serve as negative keys.
• We minimize the InfoNCE loss to pretrain the 3D encoder.

• We differentiate adjacent frames iteratively and sum up the magnitude of the difference  
along channel and timespan to generate the seed region S:

• We binarize the mask from the unsupervised foreground discovery method [1] for seed
propagation：

• Having foreground mask    , we then fill the rest with a random background. Denoting X, Y 
as foreground and background source clips, the synthetic clip are generated by:

[1] Otilia Stretcu and Marius Leordeanu. Multiple frames matching for object discovery in 
video. In BMVC, volume 1, page 3, 2015.

Fig4: The illustration about FAME and three variants.

Ø We conduct ablation study on the range of  β. The performance is reported  in Table 1.
Ø We explore whether the performance would change dramatically using the background in the same video instead of other videos in Table 3.
Ø To verify the effect of  moving foreground, we devise three variants of ground mask: (i) Gauss, (ii) Seed, and (iii) Grid. The results are in Table 4 

and Fig 4.
Ø We report Top-1 accuracy on UCF101 and HMDB51 in Table 5.
Ø We finetune and test our FAME on a more challenging fine-grained dataset Diving48 and report the results in Table 2.
Ø We report the performance comparison on the video retrieval task in Table 6.

Table 1: Top-1 accuracy with β on UCF101 
and HMDB51. 

Table 2: Top-1 accuracy on Diving48 according  
to updated labels (V2).


